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Abstract—The definition of the program control is introduced on the theory of the basis of the first integrals SDE system.
That definition allows constructing the program control gives opportunity to stochastic system to remain on the given
dynamic variety. The program control is considered in terms of dynamically invariant for stochastic process.
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1 INTRODUCTION

USUALLY the stochastic system program
control definition is constructed for the

integrated varieties, which have the equations,
which do not contain dependence on time. The
specificity of our approach is that to take in
consider at dynamics, the variability in time
of invariance surface. The first integrals system
SDE theory allows a variation of a surface in
time.

2 THE THEORETICAL BASIS

Let x(t) ∈ R
n be a solution of Cauchy problem

for system of some linear stochastic differential
equations (SDE).

dxi(t) = ai(t;x(t)) · dt +
m∑

k=1

bik(t;x(t)) · dwk(t),

x(t;xo)
∣∣∣
t=0

= xo

,

(1)
w(t) ∈ R

m is Wiener process.
The functions ai(t;x), bik(t;x) and all their

first partial derivatives are bounded and con-
tinuous.
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If we present a vector A(t;x(t)) =
n∑

i=1

ai(t;x(t)) · �ei of equation (1) as

A(t;x(t)) = P (t;x(t))+Q(t;x(t)) ·s(t;x(t)), then
it is possible to study a construction program
motion (control) in stochastic system.

Prof. V. Doobko proved that for some class
SDE determinate function exists, such as

u(t;x(t;xo); ω) = u(0;xo),

on all trajectories this class SDE solution. This
function has the continuous second partial
derivatives with respect to xi, i = 1, n and the
first continuous derivative with respect to t.
The name of this function is the first integral
of system SDE (1) [1].

In work [1] the conditions for the SDE system
coefficients were determined, in such way that
system has first integrals.

According to the prof. V. Doobko theory of
the first integrals of the invariant integrated va-
rieties for some classes of the kind (1) equations
are determined [1,2]. The construction of class
SDE with certain set of first integrals is inverse
problem.

Let us introduce the notation:

Ã(t;x) =
n∑

i=1

ai(t;x)�ei + �eo =

= (0, a1, a2, · · · , an)∗ + (1, 0, 0, · · · , 0)∗ =
= Ao(t;x) + �eo.

(2)
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.
The first integrals SDE system theory allows

constructing equations with given set of the
first integrals. This equation has coefficients
from the set of the vector functions

Ã(t;x) ∈

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

C−1(t;x) · det

⎡

⎢⎢⎢⎣

�e0 �e1 . . . �en

a10 a11 . . . a1n

...
...

. . .
...

an0 an1 . . . ann

⎤

⎥⎥⎥⎦

+
1
2

(
Bk(t;x),∇x

)
· Bk(t;x),

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

C(t;x) = det

⎡

⎢⎣
a11 . . . a1n

...
. . .

...
an1 . . . ann

⎤

⎥⎦ �= 0,

Bk(t;x) ∈

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩
qoo(t;x) · det

⎡

⎢⎢⎢⎣

�e1 . . . �en

q11 . . . q1n

...
. . .

...
qn−1,1 . . . qn−1,n

⎤

⎥⎥⎥⎦

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

ali = qli =
∂ul(t;x)

∂xi
, i = 1, n,

al0 =
∂ul(t;x)

∂t
, ∀ l = 1, N, N ≤ (n − 1),

In scheme above Bk(t;x) are columns of ma-
trix B(t;x). Then this equation forms the class
of the stochastic differential equations, for
which each function from the set of linear-
independent functions

{
ul(t;x)

}N
l=1

, N ≤ (n−1)
is the first integral. The other functions and
their second partial derivatives are continuous
and bounded.

Thus, if the set of first integrals of system (1)
exists, then a class of the equations with func-
tions, which forms the integrated invariant, can
be constructed with probability is equaled to 1.

3 THE NEW DEFINITION OF A PROGRAM
CONTROL FOR DYNAMIC STOCHASTIC
SYSTEM

The problem of the equation construction by its
known first integrals adjoins to the problem of
construction program motion in controlled sys-
tems in a terminology the ordinary differential
equations. It is possible under the conditions
that we consider do not the whole area of
the solution existence and, for example, some
neighborhood of a point

, but not at this point only. Because of
uniqueness of the solutions and the continuity

from the initial data are determined, and then
the concept of the first integral can be applied
to the program motion.

In the global formulation the program mo-
tion can be considered as a motion on the
given variety. According to this statement the
problem of the program motion adjoins to the
theory of the first integrals.

The solution x(t) = x(t; 0;xo, s) of stochastic
system

dx(t) = [P (t;x(t)) + Q(t;x(t)) · s(t;x(t))] · dt+
+B(t;x(t)) · dw(t)

(3)
is called a program motion if it allows to stay
on the given integrated variety

u(t;x(t;xo); ω) = u(0;xo)

with probability is equaled to 1 for all time t at
some s. This variety defines the first integrals
of the equations (3) with the given initial condi-
tion x(t;xo)

∣∣∣
t=0

= xo. Thus we shall name non-
random function s = s(t;x(t)) as the program
control for dynamic stochastic system.

4 THE CONSTRUCTION OF A PROGRAM
CONTROL

Let is consider the following problem. Let x(t),
y(t) – are stochastic processes, w(t) – is Wiener
process, t ∈ [0; +∞) and x ∈ R

n, y ∈ R
p, w ∈

R
m, s(t;x,y) ∈ R

v. It’s necessary to find the
control s = s(t;x(t),y(t)) and the reaction Σ =
Σ(t;x(t),y(t)) on random effect w(t) so that the
surface {

u1(t;x(t),y(t)) = 0
u2(t;x(t),y(t)) = 0

(4)

is integrated variety for system
⎧
⎪⎪⎨

⎪⎪⎩

dx(t) = F (t;x(t),y(t)) · dt
dy(t) = [R(t;x(t),y(t))+

+D(t;x(t),y(t)) · s(t;x(t),y(t))] · dt+
+σ(t;x(t),y(t)) · dw(t)

(5)
The integrated variety for system is a set of
conditions for its work.

Actually the similar problems exist in the
dynamic system, the solution of which must
remain on the some fixed surfaces constantly
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independently of the presence of the random
effect.

The given problem can be shown as a prob-
lem of a kind (3). The fulfillment of condition:

dimx(t) + dimy(t) ≥ μ + 2, (6)

is necessary, where μ is a quantity of func-
tions uj = uj(x(t),y(t), t), that determine the
given variety. If this condition is not fulfilled,
then any of variables can be changed into new
variable necessary dimension. We shall increase
dimension initial variable through addition a
zero component.

Let a condition (6) for variables x(t) and y(t)
be satisfied.

Let’s consider a new vector z(t) = (x∗,y∗)∗,
dim z = dimx + dimy = n + p.

We can rewrite the system (5) as the matrix
equation:

dz(t) =

[(
F
R

)
+

(
O1

D · s
)]

·dt+

(
O2

σ

)
·dw(t),

(7)
where O1 and O2 are zero matrixes with
appropriating dimensions. Let A(t, z(t)) =[(

F
R

)
+

(
O1

D · s
)]

, B(t, z(t)) =

(
O2

σ

)
.

Then the system (5) is equivalent to

dz(t) = A(t; z(t)) · dt + B(t; z(t)) · dw(t) (8)

Thus we need to find the solution of the
equation (8), which allows it to remain on the
integrated variety

{
u1(t; z(t)) = 0
u2(t; z(t)) = 0

(9)

with probability is equaled to 1. The partial
derivatives of all variables for these functions
at the given initial conditions are exist.

The control s(t; z(t)) = (s1, . . . , sν)
∗ and re-

action on random effect σ(t; z(t)) are defined
as the solutions of the systems of the linear
equations:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ν∑
j=1

d1jsj = a′
n+1 + r1

. . .
ν∑

j=1

dpjsj = a′
n+p + rp.

and bik = 0, ∀i = 1, n

respectively. Here R = (rj), D = (dij), B = (bij),
A = (a′

i).
Let is consider this result in details.

4.1 The construction of σ(t; z(t)) .
Let’s consider components of a vector
z = (x∗,y∗)∗ = (x1, . . . , xn; y1, . . . , yp)

∗ =
(z1, . . . , zn, zn+1, . . . , zn+p)

∗ . So as the functions
at (9) are the first integrals of the equation
(8) we shall define components bik of matrix
B = B(t; z(t)). These components depend on
the arbitrary functions

gk
l l′(t; z(t)), k = 1, m, l = 1, n + p − μ, l′ = 1, n + p.

For example, if n = p = 2, then

Bk(t; z) = qoo · det

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�e1 �e2 �e3 �e4

∂u1

∂z1

∂u1

∂z2

∂u1

∂z3

∂u1

∂z4

∂u2

∂z1

∂u2

∂z2

∂u2

∂z3

∂u2

∂z4

gk
1 1 gk

1 2 gk
1 3 gk

1 4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

= b1k�e1+b2k�e2+b3k�e3+b4k�e4 = (b1k, b2k, b3k, b4k)
∗ .

The coordinates of this vector will depend on
the arbitrary functions gk

l l′ = gk
l l′(t; z) . These

functions and all their partial derivatives must
be continuous and bounded. Since the presen-
tation (7) is true, then matrix B = B(t; z(t))

looks as B = B(t; z(t)) =

(
O2

σ

)
. So, condi-

tions bik = 0, ∀i = 1, n must be fulfilled for
elements of a matrix. Then these conditions
allow determining some functions gk

l l′ . Hence,
the reaction σ(t; z(t)) on random effect w(t)
was constructed.

4.2 The construction of s = s(t; z(t)).
According to the first integrals SDE system
theory, we shall define vector A(t; z(t)) at (8).
For example, if Ã(t; z(t)) = �eo +a′

1�e1 + . . .+a′
4�e4

, then A(t; z(t)) = (a′
1, . . . , a

′
4)

∗. From (2) and (7)
we get the following conditions to generalize
case: ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a′
1 = f1

. . .
a′

n = fn

a′
n+1 = r1 +

ν∑
j=1

d1jsj

. . .

a′
n+p = rp +

ν∑
j=1

dpjsj

.
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There are F = (fj), R = (rj), D = (dij),
B = (bij), A = (a′

i). Then we define some of
unknown functions from the first n equations.
Let’s solve system of the rest equations, where
sj are unknown:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ν∑
j=1

d1jsj = a′
n+1 + r1

. . .
ν∑

j=1

dpjsj = a′
n+p + rp.

and bik = 0, ∀i = 1, n.

Hence, the set of stochastic system program
control was constructed. We choose the arbi-
trary functions included in the decision in such
way that the control could be realized.

5 THE CONTROL AT THE PATTERN
RECOGNITION

In practice patterning the recognition we use
the classification more often. In this sense the
problem of the invariant set searching (or the
dynamic stochastic variety) can be considered
as a stage at pattern recognition.

A training sample, a set of individual pattern
etc. (classes of identification) we shall consider
as invariant variety. Let the incoming coded
signals received in the presence of strong noises
also. Then we shall consider the problem of
the pattern recognition as dynamic stochastic
system. So it is possible to speak about a con-
struction of control allowing for solution of the
given system, i.e. pure signal, with probability
is equaled to 1 lies on this variety.

Besides it is possible to consider the surface
of invariance depending on time:

uj(t;x,xj
0) = uj(0;xj

0) = Ct,

where Ct = Cj = const, t ∈ (Tj, Tj+1), j = 1, l.
After falling into the point |x|θ at some time

τ ≥ θ, the random process will be staying on
the surface

|x(t)|2 = |x|2θ, ∀t ≥ τ ≥ θ

during some time (may be, this period will be
infinitely long).

The equations for definition of the first in-
tegrals (attracting varieties of system of the
stochastic differential equations) do not depend

on the investigating processes in a direct time
or a returning time. They can be represented in
the following way [by V. Doobko]

∂u(t;x)

∂t
+

n∑

i=1

(
ai(t;x)−

− 1

2

n∑

j=1

m∑

k=1

bjk(t;x)
∂bik(t;x)

∂xj

∂u(t;x)

∂xi

)
= 0,

n∑
i=1

bjk(t;x)
∂u(t;x)

∂xi

= 0, ∀k = 1, m.

6 CONCLUSION

So the first integrals SDE system theory makes
it possible to construct the program control
with probability is equaled to 1 for the some
class of stochastic systems. In the article the
construct of the control for any initial condi-
tions is shown. We consider the surfaces where
their right parts of equations are equaled to 0.
But without loss of generality we may change
the right parts to nonzero constants. The pro-
gram control with probability is equaled to 1
can be applied to dynamic stochastic systems
which solutions remain on data surfaces con-
stantly.
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